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EVALUATION OF NATURAL LANGUAGE PROCESSORS

Harry Ralph Tennant, Ph.D.
Department of Computer Science
University of Illinois at Urbana-Champaign

Despite a large amount of research on developing

natural language 'understanding programs, 1little work has
been done on evaluatiné their performance or potential. The
evaluations that havé been done have been unsystematic and
incomplete. This has lead to uncertainty and confusion over

the accomplishments of natural language processing research.

The lack of evaluation can be primarily attributed to

The desired behavior of

the difficulty of the problem.

natural language processcors has not been clearly specified.

Partial progress toward the eventual goals for natural

language prccessors has not been delineated, much less
measured.

Mhis thesis attempts to clarify some of the
difficulties behind evaluating the performance of natural

language processors. It also propcses an evaluation method

that 1is designed to be sgystematic and thorough. The method
relies on considering a natural language processor £from
three viewpoints in the 1light of several taxonomies of

issues relevant to natural language vrocessing. Finally, an

evaluation 1is described of PLANES, a natural language

datakbase query system. <

Accession Fpr i
NTIS cuaad
DTIC T°5%
Unannarnced
Justifiv_]t'_nv

3
Llay

— — ———
»

BY_ AR E— |

Distrituticnp §
Availshiltigy |




'
8
y
¥
i
i
1
i
4
t
{
|
!
I
I
|
|
I
i

EVALUATION OF NATURAL LANGUAGE PROCESSORS

BY
HARRY RALPH TENNANT

B.S., University of Illinois at Chicago Circle, 1973
M.S., University of Illinois at Chicago Circle, 1977

»

THESIS

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Computer Science
in the Graduate College of the
University of Illinois at Urbana-Champaign, 1981

Urbana, Illinois




i AN

iii

Acknowledgements

This thesis, like all theses, is the result of many small
steps in coming to understand a problem. Few of these steps
were taken alone. The great majority are taken with others.
The help they offered came in many forms, such as
encouragement, shared insight, inspiration or a sympathetic
ear over beers. I would like to thank some of those stepped

with me.

Dave Waltz provided a congenial atomosphere for researéh
and many useful pieces of advice. I particularly admire his
courage in allowing PLANES to be the first natural language

processor to be subjected to thorough scrutiny.

Gary Brooks” unflagging enthusiasm and friendly nature
were always a mystery. How could he work so hard but still be
so congenial? Somewhat burned out at times perhaps, but

amiable nevertheless.

Tim Finin provided many afternoons of stimulating
discussion and several years of friendship. I recall, for
example, our mutual sense of satisfaction when we first found

something that KL-ONE couldn®t represent.




|
i

PR

——

E— g ——— - TR

iv

Brad Goodman is everything a good friend ought to be.
Brad was always the first to volunteer to critique a draft.

If something needed doing, Brad would willingly step forward.

Afternoons at the bars with George BRadden not only
refreshed the body, but revitalized the spirit. George’s
patience and well balanced advice made what seemed to be
impenetrable obsticles appear as the minor obstructions they

really were.

I have a great deal of respect for Gene Lewis. Although
I successfully resisted his attempts to make a linguist out of
me, I appreciate his efforts and motives. Gene also 1is the

most entertaining storyteller I have ever met.

Bill Mann and others at ISI provided some insightful
criticism on the course of my work. 1Its course was greatly

influenced by their advice.

Others at the Coordinated Science Lab were helpful and
supportive during my years there. Lois Boggess, Doug Dankel,

Jeff Gibbons, Paul Rutter and Tse-Wah Wong.

Julie Tennant has supported me (in all ways!) throughout
my interminable graduate career. One could not hope for more

encouragement from a spouse. She even understood when I

T T Tl THC TR O L S S B LA e T AR DO <R




———rr - —_— = e T R ———— T - Se——
BT . LY. O el ke e e =

didn“t finish by my expected completion date (uh...better make

that "dates").

Brenden Tennant eagerly took on the responsibility of

getting me out of bed and off to work in the morning.

Kristin Tennant got me out of school.

- ———————

I appreciate the help that these people have given me
throughout my graduate school career. But much more than

that, I value their friendship.

This work was sponsored by the Office of Naval Research

and Texas Instruments, Incorporated.

|
|
|
|
l
I
I
|
}
!
I
I
I
{
I
I
i




I T 7 ———

TABLE OF CONTENTS

l INTRODUCTION..Ooooooooooooo.oooooooooo000000000..00.00.
100 AN EVALUATION MTHOD.............................Q.

2 CURRENT EVALUATION PRACTICE.ooooo000000..00.0000000000.

O-JAWU &~
L] [ L] L] L[] L) L] L[]
0OO0O00000O0

3 THE DIFFICULTY WITH THE EVALUATION OF NATURAL LANGUAGE
P OCESSOm.............................................

4 AN EVALUATION mTHoD...........ooooooooooooooocoooooooo

Ub W N
[ ] . ) . )
X=X X=X=

=

~NOVW W N
[ L] L] . L) . L]
[eYeoYoNoNoNoN o]

6 CONCLUSIONS......O.....oooooooooooooooooooo.oo-ooooooo

REFERENCES.ooo.oo000000000000ooooooooo...oooooooooooocooo
APPENDIX..oooooooooooooo-ooooo.ooooooooooo.oooooooooooooo

VITAO.ooooooooo.-oooo.oooooo-.......oo...o.oooo.ooooooooo

ikl

peeille e it

POSITIVE EXAMPLES. ¢t ccecececcccsscsssssacsssosccsaos
NEAR-MISS EXAMPLESOoooooooooooooooooooooooooooooooo
SAMPLE DIALOGSO00000000.000000000000000.0000000000.
HANDS-ON EXPERIENCE..........................--....
USER TESTING. cceceecectoscsassscccsccscsascssccssaassssscss
TESTING FOR CLOSURE. ..cceeescccesccasssccsssssccnsse
PETRICK S TECHNIQUE .2 o5 .« aisn s alels a 5o s o asle"e dlsseeisaese
SIMULATION: s cccceececstsssscsnscsssssscccsosssscoscsassns

R

0 THE GOALS FOR EVALUATION. .c.ccceccscoccsccssasscsscas
0 CONFUSION OVER SCIENCE VS TECHNOLOGY.:ecescsvscsass
0 HANDLING LARGE NUwERs OF FACTS....................
0 Tm NAIVEUSER..................‘...................

OVERVIEW. ¢ c cocavcccessccosscsssscsnsoscsssnssscscscscase
THREE VIEWS OF PERFORMANCE. ..ccccccesocccsoacsocscse
TAXONOMIES OF ISSUES..¢.ceccescccscscscscsosssccasnas
LINGUISTIC FACILITIES. c.ccceescacscsossssncscscaascs
IMPLEMENTATIONAL ISSUES...cccececosacscscacscscans

EVALUATION OF PLANES...0..00..0..000.000.000000000.

OVERVIEW OF PLANES. .:ccceceescaccssossscssasscsnsans
DESCRIPTION OF THE TEST....ccececcsocoscsscscacscs
PERFORMANCE SUMMARY.:ecccceeevsccscacascscossscnascse
ASSUMPTIONS ABOUT THE USERS...cccccccsccscscccssce
CONCEPTUAL COVERAGE. ¢ ¢ .coeeccsesccscossscscssoancasse
LINGUISTIC COVERAGE:. : ¢ ccceoseevaccssssosocssssassscse
IMPLEMENTATION ISSUES:....ccccscscscsssssscssscssns

1
9
12

13
16
18
20
22
32
34
37

40

41
46
48
49

54

54
56
75
85
101

111

111l
119
123
132
133
154
185

192
197

203
247




Chapter 1
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INTRODUCTION 7
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There 1is a nearly complete absence of meaningful

evaluation in current natural language processing research.

Forty two papers related to natural language processing were
presented at the International Joint Conference on Artificial
Intelligence (IJCAI) in 1977. Of these, onlv four papers
described any attempt to evaluate the work being presented 3
other than by giving a few examples of correctly aralyzed

language. Only one paper [Mann, Moore and Levin, 1977] dealt

with the problem of assessing the rerformance of a model of
knowledge understanding. The authors had developed a model
for recognizing context shifts in human dialog, and tested it

by comparing the performance of the model to human judgements
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on the same text. None of the papers that described
implemented understanding programs reported on their
performance as language understanders. In the other 38
papers, there were no examples of language that was handled

inappropriately.

At the next meeting of IJCAI in 1979, the situation had
hardly changed at all. There were forty papers on natural
language. Two dealt explicitly with evaluation of
performance, but since I authored or coauthored them both, we
will consider the remaining thirty eight. Of these, three
come closest to evaluation of performance. One [DedJong, 1979]
that reads news stories off of a wire service reported that
about 10% of' the stories were understood. The storigs were
skimmed for the most significant points. No examples were
given of successes vs. failures. Another one [Berwick, 1979]
that learns syntax rules from example sentences was able to

acquire

"about 70% of a “core grammar”® of English originally
developed for the Marcus parser, as well as some new
rules...On the other hand, rules for parsing the
complicated complement structure of English have yet
to be learned, nor is it clear how they might be."
Finally, Harris [1979] described four types of difficult
sentences that the ROBOT system has encountered in 12
commercial applications. Thus, 35 of the 38 papers made no

mention of evaluation at all, and two of the three that did
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made little more than a casual approximation of the success
rate. The readers of these 38 papers have very little hope of
thoroughly understanding the capabilities of the systems and

the techniques described.

Common‘practice in describing natural language processors
is to describe the programs, then give about 20 examples of
correctly analyzed sentences. No failures are given, No
mention is made of the source of the sentences, whether from
the development team or from actual users. No mention is made
of how easily a user could express himself within the limits
of coverage of the system. In short, the interested reader
cannot make a decision based on performance as to which
approéches are most promising for further research and

development.

The lack of evaluation leaves crucial guestions
unanswered: what has been accomplished, what problems remain,
how general is the solution, and how does it compare with
other solutions to the same problem. Generally, comparisons
between competing approaches are made on the basis of
comparing techniques, not performance. This situation fosters
confusion about the 'progress and achievements of natural

language processing research both 1inside and outside the

research community.




techniques

"Proponents of natural language systems cite
the success of prototype systems and claim the time
is ripe to construct large practical natural
language systems. However, those who oppose such
systems claim that our current knowledge cannot
support an undertaking of such difficulty. A
perusal of the natural 1language question-answering
literature indicates the reason for these
contradictory claims...With the single exception of
the [LUNAR] system there have been no attempts to
evaluate the capacity of a natural language
question-answering system to satisfy the needs of
the user community for which the system was
designed. Furthermore, there have been few attempts
to characterize the extent of the 'syntactic and
semantic coverage of English provided." ([Petrick,
1976]

The lack of evaluation impedes the development of the

of natural language processing by leaving readers

uncertain about what has been accomplished as opposed to what

has been speculated.

"This muddle finally hurts those following in
the researcher”s path. Long after he has his PhD or
tenure, inquiring students will be put off by the
document he has 1left behind. He seems to have
solved everything already, so the report says, vyet
there 1is no tangible evidence of it besides the
report itself. No one really wants to take up the
problem again, even though the original research is
a partial success or even a failure! If a student
decides [the researcher®s idea] is a good idea, and
wants to study it, people will assume he is “merely
implementing”® an already fully designed program."
[Mc Dermott, 1976]

The solution to these problems must lie in more thorough and

critical descriptions of the systems.
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The problem is that the development of natural language
processing technology is proceeding with the benefit of very
little data. There is scarcely any performance data in the
technical 1literature that can serve as feedback on natural
language processor designs. The most common forms of

performance description are sample dialogs and sets of

acceptable sentences or texts. These are selected by the
authors to depict the extent of competence of the system,
rather than to provide a measure of the system”s . performance.

There are generally no examples of failures. There 1is

generally no effort made to describe what 1is beyond the 1!
: s

system®s capabilities. The dialog or examples may be typical |

{
|

of the set of acceptable inputs to the system. However, the
processing of these acceptable inputs are not typical of the
processing of inputs from untrained users. Thus, they do not
mark incremental progress. They do not establish a new, clear
level of achievement that other research can strive to

surpass.

Most of the discussion of natural 1language systems is

more abstract, rather than related to performance. This, in

some respects, is appropriate. Natural language processing is
a very complex phenomenon. It requires the simultaneous use
of a large amount of knowledge. The danger with performance
testing is that it has the potential of blurring the most
interesting details of the natural language processor by

{ reduction to a simple measure such as the success rate.
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Abstract ahalysis allows more specific issues to be examined
in greater detail. It allows some issues to be discussed that
relate to a formalism, but not necessarily to an
implementation of that formalism in a specific domain of
discourse (for example, how grammatical regularities have been

factored out, or the ease of implementation in new domains).

Abstract analysis relies on identifying a taxonomy of
phenomena that a natural language processor would be expected
to handle, then describing how the particular system fares in
these categories. The first objection the this techni;ue is
that, as practiced, it 1is unsystematic and incomplete. °
Authors tend to only present a taxonomy of those phenomena
that the system performs well on. The system’s'pe;fo;mance on
the rest of the tasks 1is 1left to the imagination of the
reader. The second objection is simultaneously an asset of
abstract analysis. Incremental progress c¢an be marked by
greater articulation of the taxonomy of phenomena and a
system”s performance within it. For example, say that system
A claims to handle some pronouns. Then system B identifies
four classes of pronominalization, and can handle all cases in
three of these classes. Progress 1is marked in two ways.
First, the taxonomy demonstrates a more detailed understanding
of the structure of the problem. Second, the complete
coverage of the subclasses indicates a closed area of

interest. There are related objections, however. An

inarticulated taxonomy does not necessarily indicate
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incomplete performance. It may be the case that system A
provided more thorough coverage of pronouns than system B.
Classes of phenomena are rarely (if ever) claimed to be
covered in their entirety. Thus, one would more often see
system B partially covering all four subclasses of pronouns,
rather than covering any completely. In fact, it is very
difficult to establish what "complete coverage" would be.
Last, there could be a new system C with an entirely new
taxonomy for pronouns. It is generally very difficult to be
confident of attained achievement of system C vs system B.
The performance of system C may be superior to that of B, but
it is hard to make a convincing case for this in a abstract

analysis.

Several important aspects of natural language processors
are not demonstrated by the current description techniques.
One would expect meaningful evaluations to address these

issues.

1. A natural language processor can be built,
based on the formalism under test, X, to provide
coverage for a domain of discourse; furthermore,
the coverage would, in some sense, be complete.

2. A natural language processor could be built
for a domain of discourse and, though not providing
complete coverage, it could provide a subset of
English in which the users may express themselves
comfortably.




o A natural 1language processor based on
formalism X would provide superior service to users |
than one based on formalism Y. |

4. A formalism can be readily applied to a
| number of different domains of discourse.

5% A formalism does not contain holes,
inconsistencies or limitations that were unforeseen
at design time.

These are clearly goals that are included in the
aspirations of natural language research. However, they are
not goals that have been demonstrably attained.
Significantly, incremental progress toward these goals has not

been clearly marked.

If the five points above are, 1in fact, goals for the

it

development of the technology of natural language processing, |
they illustrate another facet of the problem. The goals are ’

t all very vague. They refer to the system being "complete,"

"comfortable," "superior," and "readily applied." These terms A|
are vague. If the progress toward these goals is to be marked
in any meaningful way, one must be much more specific than
this. One of the contributions of this thesis is to express i
these goals in a more explicit manner, and in such a way that

incremental progress can be recognized.

ncact i e B it 4 - ho 2 T iathe i e




1.0 AN EVALUATION METHOD

This thesis will present a method for evaluating natural
language processors. It is designed primarily for evaluating
user interactive systems, but I feel that the ideas could be

extended to include text processing systems as well.

PR e

The natural language processor is considered from three

points of view:

Habitability Analysis |
Completeness Analysis

Abstract Analysis. |

Each of these will be discussed briefly below. "

1.1 Habitability Analysis

The purpose of habitability analysis is to ascertain how
well the natural language processor, implemented for a
particular domain, performs the tasks it was designed to
perform. Data 1is collected by recording actual transactions
with test subjects. The subjects should be familiar with the
domain of discourse, but should not be told of any
implementational details of the system such as the structure

of the database or any limitations of the coverage of the
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system. The test problems given to the user to solve with the

system should be selected to be within the limits of coverage

of the system. The difficulty of the test problems will be
graded. The success rate of the system will then be computed.
Habitability analysis then, is based on the performance of the
system, given problems within the system”s capabilities and

given users with no prior knowledge of how to use the system.

1.2 Completeness Analysis

{ Habitability analysis examines how well the system
accomplishes what is was designed to do. Completeness
analysis is intended to ascertain if the system was in fact

*1 designed to do the things that users expect it to do.

T Completeness analysis uses a simulation of a natural 1language

processor. Users who are prepared in the same way as those

l for habitability testing are given a challenging problem to

solve. They are informed that they will be communicating with

a researcher through a terminal. The researcher will play the
part of the natural language processor, and generate responses
to their utterances. The linguistic and conceptual content of
the user”s utterances are then described. These indicate what

the user would like a natural language processor to do. The

descriptions of the users” utterances are compared to the
capabilities of the natural language processor. 1In this way,

the evaluator can establish a correspondence between what the
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system is designed to do and the users” hopes and expectations

for it.

1.3 Aabstract Analysis

A number of significant issues are not directly addressed
in habitability and completeness analysis. Among these are
approaches toward closure, handling non-determinism, handling
incomplete understanding of user®s utterances, portability,
and underlying assumptions about the |user. A taxonomy of
considerations has been developed to guide an evaluator to
analyze a broad range of issues relevant to natural language

processing.
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| Chapter 2

CURRENT EVALUATION PRACTICE

As noted in the previous chapter, little has been done b

toward evaluating natural language processing systems. In 4

this chapter, we shall discuss the ways in which the

performance of systems has been described. Not surprisingly,
there is little in the way of reasoned justification for the
techniques of performance description that have been applied.
There seems to be general agreement that techniques are
inadequate, but simultaneous agreement that there is currently

nothing better available.

I will describe the following performance description
| techniques: positive examples, near-miss examples, sample

l dialogs, hands-on experience and user testing, abstract
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evaluation and simulation.

1,0 POSITIVE EXAMPLES

Many papers on natural language processors present a
number of examples that are handled appropriately by the
system ([Woods, Kaplan and Nash-Webber, 1972], [Brown, Burton
and Bell, 1974}, [Hendrix, Sacerdoti, Sagalowicz and Slocum,
1977}, [wWaltz, 19781). The reader is to -assﬁme that these
examples are 1in some way typical of the class of acceptable
inputs. It is very difficult, however, to reliably
extrapolate from the positive examples to the general

characteristics of the class.

To illustrate the difficulty, consider the following

examples from PLANES.

1) How many NOR hours did plane 3 have in June “73

2) How many hours did plane 3 have of NOR

3) Give me the hours of NOR that it had in June “73
4) What types of aircraft are there

5) What planes do you know about

6) Let my favorite plane mean plane 7

8) Now I want to talk about A7’s

9) How many maintenances were performed between May 1
and 7, 1970

10) How many flights did plane 3 perform in May

1l1) Give me the NOR hours and number of flights for
planes 2,3,4

12) Give me the NOR hours for plane 3 for March 2 and 3,
1973.
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Among these twelve examples, five were interpreted
correctly, and the other seven were interpreted incorrectly.
Study them and try to guess which are which. The correctly
handled inputs are 1, 4, 6, 9 and 1l1l. The remainder failed
for a variety of reasons, some inéignificant and others
reaching to the very heart of the formalism. The most
insignificant failure is in 3, the phrase "hours of NOR,"
which should have been recognized as a semantic constituent,
but was left out of the constituent parser simply by oversight
(more on the workings of PLANES later). It would be a fairly
simple matter to add it. Example 4 elicits a canned response.
Example 5 could as well, but it was not included. More
problematic are the facts that noun phrases must be contiguous
(ex. 2, "hours...of NOR"). Also, with a few specific
exceptions (ex. 4 and 6) all utterances are assumed to be
database queries and are interpreted as such (hence ex. 8
fails). Further, semantic interpretations are assigned
locally to - semantic constituents. General words 1like
"perform" are given domain specific interpretations, assuming
that the restricted domain will justify this. "Perform" is
given the interpretation "MAINTENANCE ACTION" in example 9
(its most frequent meaning), but this causes problems is
example 10. Finally, PLANES can accept a number of types of
constructions involving conjunctions (ex. 11), but cannot
represent the concept of a list of dates (ex. 12). However,

a time spanning between two dates is acceptable (ex. 9).

e e
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The five acceptable sentences above are examples
presented in Waltz [1978]. They are indeed typical of the
sentences that are acceptable to PLANES. As the negative
examples show, however, there are other sentences that do not
appear to differ dramatically from the typically acceptable

ones, but which are unacceptable,.

Information on the performance of PLANES was available to
me. Information on the performance of other systems was not
so readily available, but I believe that PLANES is not an
unusual example. Consider two others from different systems.
Miller, Hershman and Kelly [1978] point out that four of the
following seven examples were acceptable to LADDER [Sacerdoti,

1977] <

13) What is the distance between PECOS and Honolulu

14) What is distance between PECOS and Honolulu

15) What is distance from PECOS to Honolulu

16) What is the distance from PECOS to Honolulu

17) How far is PECOS from Honolulu

18) How far is PECOS from here

19) What is distance from PECOS to here
The acceptable queries are 13, 16, 17, 18. The others were
unacceptable because LADDER required "the" before "distance."
Note, however, that it was not required before "PECOS." This
particular bug would have been fairly straightforward to fix
in LADDER. Example 20 was also unacceptable to LADDER,

although it is very similar to the acceptable example 13.
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20) What is the distance between Honolulu and PECOS.

A third example is given by Petrick who wrote of SHRDLU

[Winograd, 1972},

"[Petrick] presented a 1list of sentences to T.
Winograd, developer of SHRDLU, to determine whether
they could be successfully processed. On the basic
of our discussion of that list of sentences, the
syntactic and semantic coverage provided by SHRDLU
appears to be spotty. Although a large number of
syntactic constructions occur at least once in
sample sentences appearing in published dialogue,
our attempts to combine them into different
sentences (involving no new words or concepts)
produced few sentences that Winograd felt the system
could successfully process." [Petrick, 1976]

The technique of giving positive examples clearly does
not clarify the 1limits of performance of systems. As Seen
from the examples above, although the positive examples may,
in fact, be typical (somehow) of the set of acceptable
examples, unacceptable examples appear indistinguishable from

the acceptable ones.

2.0 NEAR-MISS EXAMPLES

I know of only two examples in the 1literature where
utterances that are unacceptable to a natural language
processor are presented. One is the evaluation of LADDER

[Miller, Hershman and Kelly, 1978] in which 76 utterances

i TR —— . e . ’ £
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generated from user testing that were unacceptable to LADDER
were presented. The same paper presented 25 acceptable
utterances. The second example is from Petrick [1976], quoted
above, in which he presents 4 utterances unacceptable to NLPQ

[Heidorn, 1976].

Near-miss examples can be very useful in clarifying the
limits of performance of a natural language system. As we saw
in the near miss examples given in the last section, they can
at the very least, serve to prevent over—generalization from
positive examples. With a sufficient number of positive and
near-miss examples, one could hope to get a feeling for the

probability that a new sentence would be acceptable.

An extensive list of positive and near miss examples
would possibly be useful in understanding the capabilities of
a natural language processor, but it may not be concise or
systematic. It would also tend to leave the reader with the
burden of inferring the rules behind the acceptability or
non-acceptability of utterances. Finally, it is a technique
that is wholly limited to describing an implementation of a
natural language processor in a specific domain of discourse.
It says nothing about how well the formalism behind the
implementation would €fare in another domain. It can not
indicate if the near-miss examples were unacceptable due to
flaws in the implementation for the particular domain of

discourse, or to flaws in the formalism itself.




3.0 SAMPLE DIALOGS

Sample dialogs are usually presented as complete dialogs,
flawlessly executed, between a natural language processor and
a user. They have the advantage over positive examples that
they can 1illustrate the use of cohesive elements such as
anaphora. It seems to give the system somewhat more
credibility as well if it can be shown to participate

intelligently in a prolonged dialog.

The best known system to be described with this technique
is SHRDLU [Winograd, 1972]. This system was illustrated with
an impressive dialog. The dialog contained a broad array of
syntactic structures and an impressive set of conceptual
capabilities. But Petrick, quoted in the last section,
suggests that the syntactic capabilities were not general.

The coverage was "spotty."

Another system that was illustrated with a sample dialog
was GUS [Bobrow et al., 1977]. The authors included some
discussion of "real" dialogs vs. "realistic" dialogs. The
one presented for GUS was "realistic" in that it actually
happened, but by a researcher who was well aware of what would
and would not be accepted by the system. They warn: "It is
much too easy to extrapolate from that conversation a mistaken
notion that GUS contained solutions to far more problems than
it did." and later, "GUS never Qeached the stage where it

could be turned 1loose on a completely naive client, however
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cooperative." They tempered the possible conclusions from the
"realistic" dialog with some difficult examples from a

simulated system.

It seems that presenting a flawless sample dialog is
ineffective at indicating the 1limits of performance of a
system. It can be useful for indicating, for example, that
the system has some pronoun handling capabilities or some
ellipsis handling capabilities. These may not be easily

demonstrated with a simple list of examples.

A sample dialog complete with some errors, perhaps taken
from a test user interaction, may be of more use than a
flawless sample dialog. It would be rather difficult to
choose one for the purpose of publication. Because of the
size constraints on such a dialog, it cannot include a broad
range of acceptable and unacceptable inputs, with the enormous
variety of potential errors that contemporary systems may
have. A few errors in a short dialog can only be suggestive
of the scope of the 1limitations. Also, the reasons for
unacceptability may not be clear to the readers of a dialog,
and may require extensive explanation. Finally, as with
simply listing negative examples, the source of the difficulty
may be hard to infer; it may be difficult to tell whether it
is due to a limitation of the specific implementation or of

the formalism behind the implementation.
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Sample dialogs were presented with unacceptable inputs in
the description of RENDEZVOUS [Codd et al., 1978)]. However,
the unacceptable inputs seemed to be presented with an
ulterior motive: to demonstrate the use of restricted
subdialogs, such as clarification dialogs. The main emphasis
of that work was on restricted subdialogs. The natural
language component seemed to be a vehicle to get to the
subdialogs. Hence, we cannot consider the unacceptable inputs
in sample RﬁNDEZVOUS dialogs as attempts to specify the limits

of the capabilities of that system.

4.0 HANDS-ON EXPERIENCE

In the absence of effective evaluation techniques, some
have taken the attitude that the best way to get a good "feel"
for the powers of a natural language processor is to sit down

and use it. For instance,

"The only way to accurately assess the level of

competence of any natural language processing system
is to get actual hands-on experience." ([Harris,

1977]

Harris is no doubt mainly concerned with user acceptance
-- whether the particular test wuser would find the system
useful. In the present work on evaluation, however, I am
primarily concerned with communicating the capabilities of

systems to interested readers who are fairly familiar with the
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issues of natural language processing. For this audience, a
small amount of hands-on experience 1is of dubious value. 14
First, it can at best represent only a small sampling of the

system”s capabilities. With the wide range of phenomena that j

i
i
I
!
I

a natural language processor must handle, a small sample

cannot provide a thorough test. Second, when failures occur, 1

7 the wuser generally has no clues as to the source of the :

f I failures, whether these are due to the implementation or the
formalism. He also may not be able to determine whether the ;
I failure was due to the system”s inability to understand the f
| user‘s phrasing, or whether. the user could never get the idea f
I across no matter how it was phrased. 5

-~

Thus, limited hands-on testing has limitations similar to

i
those for sample dialogs. Hands-on experience does have an i
obvious advantage over sample dialogs in that the user may try ,

whatever he pleases. This can clarify whether the difference ,

between acceptable and unacceptable inputs 1is distinct or
seemingly random. The user can also attempt to adapt to the
4 limitations of the system. If he can readily adapt to an .
incomplete system, and if the limitations do not prevent him

from doing the tasks he needs to do, then the limited system

may be an acceptable alternative to one that performs

flawlessly.
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Hands-on experience 1is, of course, an individual
experience that cannot te truly shared with others. This
makes it generally ‘impractical as a useful evaluation
technique. It can, however, be extended to user testing,

which will be discussed in the next section.

5.0 USER TESTING

An extension of individual hands-on experience is
conducting tests with a group of users. A group of users can
generate enough sentences so that an accurate profile of the
natural language processor can be drawn. A few attempts have

been made at user testing, which shall be described below.

5.1 The LUNAR Experiment

The LUNAR system was demonstrated at a Lunar Science
Conference, where lunar geologists were invited ¢to ask
questions of the system. Some questionfscreening was done to
eliminate questions containing comparatives and those that
exceeded the scope of the database. There were 111 requests
entered into the system (by an assigned typist, not by the
geologists themselves). Of these, 10% failed due to parsing
or semantic interpretation problems. Twelve percent failed
due to "trivial clerical errors such as dictionary coding

errors which were easily corrected during or immediately after
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the demonstration." The remaining 78% were handled

satisfactorily . [Woods, Kaplan and Nash-Webber, 1972}

This is an impressive record, but deserves some further
consideration. First, the users themselves did not enter the
questions, although the requests "were typed into the system
exactly as they were asked." Separating the requestor from the
terminal would probably have some effect on discourse
phenomena, such as use of anaphora. None of the 22 example
requests listed in [Woods, Kaplan and Nash-Webber, 1972]
contained anaphora. No comment was made on whether the
geologisté asked series of questions. No comment was made on
what instructions the users were given about the system, other
than the remark that "many people asked their questions before
they could be told what the database contained." Such requests
were apparently filtered out by the typist, so the test Iis
primarily one of linguistic coverage as opposed to conceptual
coverage. Finally, the presence of a typist and oral requests
from the geologists eliminated a number of lexical issues such
as punctuation, abbreviation, and spelling correction. For
instance, when "K / RB RATIOS" appears in an example request,
how was that phrased by the user, "potassium rubidium ratios?"
Would "POTASSIUM RUBIDIUM RATIOS," "K RB RATIOS," "K/RB
RATIOS" or "K-~-RB RATIOS" have been acceptable? Again, this
informal test examines only the linguistic coverage of the

system”s syntactic and semantic components.
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5.2 The LADDER Evaluation

The LADDER evaluation [Miller, Hershman and Kelly, 1978}
was a carefully controlled user test of LADDER [Sacerdoti, 1
: 1977}. It comes fairly close to my concept of habitability
2 testing. There were 13 users in the test population. The
ﬁ data was lost on one user and two of the 13 users experienced
great difficulty with LADDER and were able to make little or
no headway with the scenario. Their data were discarded from

the analysis. (I find this an insufficient reason to discard ,

data from the analysis.)

P T

5.2.1 User Instructions

The users had a significant introduction to LADDER, the
test environment and contents of the database. Each user was
given a pre-briefing packet with a description of the test
situation, the database contents, the information that they

would probably be asking for in the course of the test, and a

D AT

description of the structure of the database, detailing the :

file structure and names, abbreviations and meanings of the
fields in the files. The pre-briefing packets were
distributed several days prior to participation in the test.

The test users were also given a 90 minute training session 9

immediately prior to the test session. The training consisted

' of three parts:
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1) Tutorial--discussed LADDER”S grammar and the
techniques for query entry and editing; examples of
LADDER gueries were shown including examples of
anaphora and "a lengthy discussion of LADDER’S
syntax." Use of the terminal was also discussed.

2) Query Entry Practice--the users were required to
enter 5 LADDER queries verbatim to acquaint
themselves with the keyboard and get further
exposure to acceptable LADDER inputs.

3) Query Composition Practice~-the test users were
given a paper and pencil test of 39 requests for
queries (resulting in 390 utterances for 10 users).
The users” utterances were then critiqued by a
LADDER expert, and five acceptable ways of
expressing each request were given to the users.

This amount of pre-test training seems excessive. It
becomes difficult to evaluate the central goal that a natural

language interaction technology is designed to accomplish--to

a system which is usable without recourse to extensive

instruction. 1In this case, the introduction,

1) illustrated the conceptual coverage of the system
by not providing examples for such things as context
setting, asking for definitions and reference to
discourse objects

2) illustrated the linguistic coverage of the system
by providing each user with over 200 examples, and
critiques of 39 other requests that he generates

3) 1illustrated the 1lexical requirements of the
system through examples and feedback.

4) illustrates preferred phrasing through examples
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If these test users are to be considered "naive" or
"casual" wusers, it 1is difficult to determine where their
ignorance lies. It is true that they were given 1.5 hours of

instruction (plus the pre-briefing packet) rather than, say,

i 10 hours, but what conclusions can we draw from this?

The point is that providing the user with the details of

: conceptual and linguistic coverage of the system and providing
; him with a conceptual model of the structure of the database,
largely nullifies the advantage that a natural language

! processor should be capable of providing. All of the test
subjects had had first hand experience with the problem

scenario, a search and rescue operation. They consequently

h had a substantial mental model of what information is needed

to conduct such an operation. An ideal natural 1language

3 processor should permit the user to use his own model of the

world until it is found incompatible with the system”s model. |

Similarly, the users had a command of English prior to
the test participation. Why not test LADDER against the

user”s English rather than test the users”® ability to 1learn

T -

LADDER”S subset of English? A test for habitability is a test

of the system”s ability to accept user utterances without ever

;
!

(ideally) having to indicate to the wuser that he has

overstepped the bounds of linguistic or conceptual coverage in

the system.
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A natural language processor is supposed to facilitate a
user”s task. The user has gained little if he has been given
some syntactic freedom, but must still be taught some details
of acceptable structures and must learn tihe details of the
structure of the database. If he must know the minutiae of
either, he will not be able to use the system effectively on

an occasional basis.

"The LADDER evaluation designers considered the
problem of pretest instruction. An intermediate
position was adopted with respect to the problem of
training. LADDER is sufficiently demanding -in its
syntax and lexicon so that if no training were
provided the outcome of the evaluation could be
predicted with certainty--namely, the technology
would be severely limited as a tool for accessing a
Naval command control database. It was also
acknowledged that a higher rate of acceptable
queries would have been generated, had the users had
more training. However, Such a tactic would have
been contrary to the fundamental objective which was
to evaluate the LADDER technology “as is” and with
“fair rules of the game” prevailing -- that is, in a
plausible setting with plausible users given
. moderate training."

I would agree with this point completely. The question

is how much training is appropriate. I feel the only answer

that can maintain consistency between experiments and imply

worthwhile goals for future work is no training in the

coverage of the system.

o
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5.2.2 Test Problems

The users in the LADDER evaluation were given 15 requests
for information that they were to use LADDER to satisfy. The
requests were organized in a larger context of a simulated
search and rescue mission, but the large context had no real
bearing on the test problems. The individual requests were
clearly designed to be readily doable by an expert LADDER
user. The 15 problems could be solved with 18 queries by an

expert.

Most of the test problems were direct retrieval, such as
finding the owner and nationality of a ship. Some used the
special mathematical functions built into LADDER, which
calculate sea distance and travel time. The test problems
were presénted in written English. To reduce the effect of
the wording of the test problems on the users® wording of
questions, the test problems were written rather verbosely.

Two examples are given below.

2l) Find the following operational information on the
PECOS...

What is her nationality?

Then find out her owner.

22) It appears that there are some readiness problems
with those ships.

Check the database for readiness, reason, casrep,
and eicnoms.

Get this in one list on your display.

Some of the test problems could be entered directly, or nearly
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so, such as the examples below.

23) Determine their distances from the PECOS.
24) Which of these ships has a doctor aboard?

25) Also find her port of departure and then her
destination port.

I approve the choice of problems used in the LADDER
evaluation, but I feel that the character of the problems
should have been more explicitly described. There 1is no
particular advantage 1in giving a user test problems that are
considerably beyond the conceptual coverage of the system. We
tried this with PLANES. We learned some interesting things
from it, but the same lessons could be learned in other, more

desirable ways (see the section on user testing in chapter 4).

The LADDER evaluation, then, was centered on the users”
ability to use LADDER to solve test problems that they and the
experiment designers knew that LADDER could solve, To the
degree that we can characterize these problems, we can mark
the progress of the field with comparable performance on
successively more difficult problems. This approach might be
compared to children taking achievement tests in school. A
90% score on problems involving integer addition and
subtraction, followed by a 90% score for problems with
addition and subtraction of fractions shows progress. If the

demands of problems are not characterized in some way, the
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scores become meaningless.

5.3 The USL Evaluations

USL (User Specialty Languages) [Lehman, 1978] is a system
that is based on REL (Rgpidly Extendible Language) ([Thompson
and Thompson, 1975]. The designers have also adopted the REL
philosophy that a natural language processor should be a
personalized tool for an individual, rather than a standard
natural language system made available to a large number of
users. Two user studies have been made of USL, and both

reflect this view.

The first user study of USL [Lehman, Ott and Zoeppritz,
1978] 1is an effort to understand what facilities have been
omitted from the system that users would have liked to have.
It was based on transcripts of dialogs that users had with the
system. Failures were noted as possible points for
improvement or extension of the system. The familiarity of
the users with the system is never described, but it is noted
that "the system is not intended for casual users." One must
then assume that the users must have been fairly familiar with
18, It seems that studying the errors of experienced users
for candidates for extension and improvement is perhaps not
well motivated. Completeness testing could be better
accomplished with a simulated system and inexperienced users.

In this way, there would be less chance that the users could
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adapt to linguistic or conceptual restrictions (because they
wouldn“t need to) and they would not approach the system with

strong preconceptions about what it could do.

The second user study of USL [Krausse, 1979] was designed
in such a way that it described a user”s capability to stay
within the bounds of the coverage of the system. The study
was based on 2200 utterances by one user. This study of the
performance of USL with an expert user sheds no light on the
main theme of this thesis ~- evaluation of the performance of

natural language systems with casual users.

5.4 Conclusions On User Testing

User testing, 1ike the other performance description
methods enumerated above, is a "black box" approach to natural
language systems. It only considers input-output behavior,
and says nothing about the sources of anomalies. Two factors
need close attention if user testing of natural 1language
systems 1is to stir any interest beyond the bounds of the
particular systam being evaluated -- 1) the knowledge that the
users have about the coverage of the system, both conceptual
and linguistic, and 2) the characteristics of the information

processing tasks given to the users.
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User testing can most profitably be applied toc the
following question: can casual users effectively employ the
system to solve a given <class of problems? User testing
should not be applied to the study of the characteristics of
the users” use of language or their conceptual image of a
domain of discourse. Users are capable of changing their
habits too rapidly in response to the observed limitations of
the systen. The change of habits may result in a successful
adaptation the system”s.limitations, or just an unsuccessful
corruption of their normal habits of language use. Either
way, the data is strongly tainted by the limitations of the

system.

6.0 TESTING FOR CLOSURE

If a system accepts one particular sentence, there are
others that one might assume it should accept as well. For
example, if the system accepts example 26, one might

reasconably expect it to accept examples 27-33 as well.

26) How ﬁany parts did Jones buy from Smitﬂ in 1973
27) How many parts did Smith sell to Jones in 1973
28) Did Smith sell any parts to Jones in 1973

29) Did Jones buy any parts from Smith in 1973

30) In 1973, how many parts did Jones buy from Smith
31) How many parts did Jones buy in 1973 from Smith

32) Give me the number of parts that Jones bought

A ————
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from Smith in 1973

33) Tell me how many parts Jones bought from Smith
in 1973

These paraphrases and near paraphrases come very easily
to human speakers. One can frequently not remember the exact
words he used in a sentence, while he can remember its
meaning.' This makes user adaptation to a system difficult if
the system does not have the capability to accept such sets of
similar sentences. The ability to accept such sets is what I

call operational closure. To have the ability to accept such

sets built into the natural language précessor, so that it
automatically applies to new concepts or new domains is what I

call implementational closure. A system can be evaluated for

operational closure through user testing, but implementational

closure requires study of the internal workings of the system.
Woods was the first to articulate that closure is an important

goal of natural language research:

"The difficulty in natural language understanding is
not so much being able to formulate rules for
handling phenomena exhibited in a particular dialog,
but to do so in such a way that closure |is
eventually obtained -- i.e., subsequent instances of
the same or similar phenomena will not require
additional or different rules, but will be handled
automatically by generalized rules." [Woods, 1977]
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The promise of attaining closure 1is the attraction to

E

factoring reqularities out of the language processing task.

If the syntactic facts, for 1instance, that apply to all
sentences can be factored out of the language processing task,
centralized, and developed separately, thén implementational |
closure can be gained over syntax. When a new concept is
added to the system, the syntactic structures that can be used
for describing that concept are ready, waiting and consistent
with the syntactic structures available for other concepts.
This is one appeal of systems that represent syntactic
information separately from other language understanding
informatién. Similarly, it is perhaps the strongest argument
i against semantic grammars (which do not separate syntactic and
b semantic information). Concentrating knowledge about concepts
into frames and developing conceptual inheritance networks
contribute to attaining some degree of implementational |

closure in knowledge representation.

7.0 PETRICK®S TECHNIQUE

Petrick [1976] described an attempt (discussed above) at !
a comparative evaluation of four natural language processors |
by submitting to them syntactic wvariants of sentences that
would not substantially change the meaning of the sentences.

The syntactic variants were selected from the syntactic

structures of other sentences that the systems were reported
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to have accepted.

Petrick“s technique is one for examining operational
closure over syntax. The idea is a valuable one for better
understanding the coverage of systems. However, there are
three faults with Petrick”®s description. PFirst, he included
no taxonomy of variants. If the experiment were repeated, the
experimenter would have to devise his own. Second, he
examined only operational closure, with no consideration of
implementational closure, in that only the input/output
behavior of the systems were considered. Third, he considered

only closure over syntax.'

The evaluation technique presented in this thesis
considers the question of closure in a thorough and systematic
wiy. Equivalence classes are described (classes of sentences
that are essentially equivalent, but are not identical) as are

perturbation classes (classes of sentences that are similar

‘but not essentially equivalent).

Some researchers in natural language understanding might
argue against testing for closure. This might be construed as
"linguistic sharpshooting” or an attempt to refute through
counter-examples. They could suggest, and with justification,
that not all constructions occur with equal frequency in real
dialogs, so the failure to accept a syntactic variant of an
acceptable sentence is insignificant. The significant measure

of coverage is whether the system accepts sentences as entered
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by users who are interested in using the system. Sentences
entered by researchers who are out to defeat the system (i.e.,
identify its limits of coverage) are of less interest. This
is an opinion one might hear in defense of semantic grammar

systems.

It would seem difficult to argue against that idea. If
the users can get what they ask for, the system is as good as
it needs to be. Perhaps this is true, but {t is also true
that it has not been demonstrated that current natural
language technology has produced such systems. I believe, and
‘I feel most researchers would agree with me, that the lack of
a demonstration of such a level of achievement is because it
'has not, in fact, been achieved yet. What we f£ind are systems
whose acceptable inputs are virtually indistinguishable from
their unacceptable inputs, as was illustrated early in this
chapter. In addition, we are searching for formalisms that
can be implemented in different domains of discourse. The
domain of discourse has a substantial effect on the nature of
the language. that wusers use., For example, it was reported
that relative- clauses were_ used very frequently in the LUNAR
domain ([Woods, Kaplan and Nash-Webber, 1972], but they were
used quite infrequently in the PLANES domain. If one
formalism were to be transported between these two domains,

the absence of relative clauses might not worry PLANES users,

but could seriously distress LUNAR users.
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8.0 SIMULATION

One attempt at a simulated natural language understanding
system has been extensively described [(Malhotra, 1975],
[Malhotra, 1977]. The motivation for this study was to study
conceptual and 1linguistic demands that users would like to
make on a natural language management information system. The
test users were, in reality, communicating with an

experimenter through a computer, while the users thought that

£ el it b n aa g

they were interacting with a program, The experimenter

represented a "perfect" system. This study was done to

describe the requirements for a hypothetical management
information system. It was not conducted to evaluate an

existing management information system.

A gsecond reference [Bobrow, et al, 1976] 1is made to
simulation as an evaluation tool. However, the reference
constitutes little more than a mention of having performed the

simulation with a few lines of dialog from it.

Simul;tion can offer advantages for study in evaluation
as well as design specification. Simulation dialogs
illustrate the conceptual and linguistic coverage that  users
assume and employ, in circumstances of minimal corruption by

language understander limitations. Data can be gathered from

G Db i b ok o agioBe e ol

simulations that cannot be gathered from interaction with
actual systems simply because people can so 'readily adjust

their habits. When a user submits a sentence that is

|
|
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unacceptable to a system, he will attempt to compensate for
what he infers is the problem. He may successfully adapt to
the limitation or he may just corrupt his habits of usage to

no effect but increased cognitive loading.

A simulated system would exhibit fewer language
understanding limitations than an actual system, so the user’s
lanquage would tend to be 1less corrupted. It is somewhat
misleading, however, to refer to a simulated system as a
"perfect"” system as Malhotra does. There will be a number of
operations that the experimenter-as-query-system will not be
able to simulate (like answering, "What were the average
incomes of each American over the last ten years?"). He
should specify what questions he can and cannot answer. The
"perfection”™ of a "perfect" system 1lies in its ability to
understand what the user has said, not necessarily in the
ability to provide the user with every piece of information

that might be asked for.

Malhotra“s study was primarily exploratory. No pre-test
expectations were articulated_and no systematic technique was
discussed to guide other researchers toward what to 1look for
in simulation dialogs. Thus Malhotra“s work is less valuable
as a general design or evaluation tool, but it 1is still
valuable as a description of a useful hypothetical management

information system.
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In the evaluation technique described 1later 1in this
thesis, simulation plays an important role. There is an
attempt, however, to formalize and systematize the use of
simulation by presenting an explicit and extensive taxonomy of

phenomena to look for in the simulation dialogs.
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Chapter 3

THE DIFFICULTY WITH THE EVALUATION OF NATURAL LANGUAGE PROCESSORS

I believe that the primary reason that so little
evaluation has been done on natural language processors is
that it is a difficult task. This chapter will discuss the
difficulties. The first section will discuss the goals of an
evaluation of a natural language processor, then later
sections will discuss a number of the problems that make the
task difficult. The next chapter will discuss the specific

approach toward evaluation advocated in this thesis.
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1.0 THE GOALS FOR EVALUATION

The primary purpose of evaluation is to enable
comparison.. The comparison may be between two systems,
between two incarnations of the same system (marking
progress), between a system and a set of theoretical limits,
or between a system and an independent scale. One may wish an
evaluation to measure improvement or superiority or the degree

of convergence on a goal.

In order to indicate any of these, an evaluation of a
natural language processor must specify the limits of coverage
that the system embodies. The limits of coverage have several
significant implications for the circumstances under which the
formalism may be advantageously applied. These include the
match between the formalism and the domain, the match between
the formalism and the characteristics of the users and the
match between the formalism and the personnel who will be
expected to generate and maintain the system in a particular
application. The match between the formalism and the
personnel to implement and maintain it will not be described

further here. The other considerations will be discussed in

more detail in the following sections.
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1.1 Specifying The Limits Of Coverage

The main complication in specifying the 1limits cf
coverage of a natural language processor is in confusing an
implementation and the formalism behind the implementation.
At the current state of the technology, one is primarily
interested in formalisms rather than particular
implementations. It is far more significant that a formalism
has been designed to build natural 1language interfaces than
that a specific interface has been built in a particular
domain for a particular set of  users. However, the most
effective way of thoroughly examining the formalism is to
examine an implementation of it in a specific domain. Natural
language formalisms are sufficiently complex that if one were
to try to understand their capabilities without reference to
an implementation, he would soon get lost in the tangle of a
large number of interacting facts. It 1is not particularly
useful to state that a natural language processor was capable
of handling 65% or 95% of the sentences typed into it.
Neither is it particularly helpful to learn that the sentence,
"How many. hours did plane 3 have of NOR" was misinterpreted by
the system, if that were the only information provided on the
failure. What must be determined is the cause of each
failure. Of the X% that were misinterpreted by the systenm,
how many were due to trivial coding errors (implementational
details) and how many were due to limitations of the formalism

itself? Of the examples of failures, why did they fail? How
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difficult would it be to include the failed sentences within

the coverage of the system?

1.2 Specifying The System/Domain Match

If the formalism is incomplete, the deficiencies may be

important in one domain but not in another. For example,

PLANES collects semantic constituents from a sentence, then

attempts to interpret the sentence from this set of
constituents, but does not use the order in which they occur.

This technique caused few problems in the domain of aircraft

flight and maintenance records because the relationships
between semantic constituents, qould be determined by the tybes

of constituents themselves. For example, the set (FLIGHTS

R e e

PLANE-3 DEC-3-1972) is interpreted as the number of flights

for plane 3 on December 3, 1972. Regardless of the order of

these constituents, one can still infer that within the bounds

1 of the PLANES domain, this is the only plausible

interpretation. On the other hand, in a domain of legal
interactions, for example, the unordered 1list (SUED MARY
SUSAN) leaves some confusion over who sued whom. The semantic
types of MARY and SUSAN are the same, so they give no insight

into the directionality of the SUED relationship. &R

addition, (SUED MARY DEC-3-1972) gives no clue as to whether
MARY was the plaintiff or the defendant. This is so in spite

i of the fact that the semantic constituents are all of

PR
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recognizably different types, but the direction of the

relationship relies on syntactic information (ordering of

constituents) that is lost in a PLANES type formalism.

Many formalisms are written for and tested in one domain
only, and as a result may contain many limitations that were
insignificant in the implemented domain (and hence went
unnoticed) but which could be crucial in a different domain.
Part of the problem is that it takes such a large amount of
effort to implement a formalism for a domain that the scope of

‘ a research project simply does not permit multiple domain
implementations. This 1is another reason why systematic
evaluation techniques 1is so important. They could allow
consideration of the potential performance of a formalism in
domains that have not been implemented. A systematic

examination of important features and issues can yield many of

T

the benefits of multiple implementations without the effort of

actually generating multiple implementations.

' 1.3 Specifying System/User Match

Just as limitations may go unnoticed when a formalism is
implemented in a limited number of domains, some limitations
may go unnoticed when the system has been used by few users,
l ,and by wusers with similar backgrounds. In the extreme, many
natural language systems are used only by members of the

development group. Others may be used by colleagues who

—
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happen to be walking down the hall and get button-holed into

being test users.

People each have their own idiosyncratic ways of
expressing themselves, from the lexical 1level through
syntactic habits through conceptual habits and preconceptions.
One user that I had use the Automatic Advisor [Tennant, 1977],
for example, was deeply entrenched in the use of the term
"deal with". At the time, that term was not included in the
Automatic Advisor. It kept asking him for paraphrases of his
sentences. He was so committed to "deal with" that he would
not abandon the phrase even though asked several times for
paraphrases. For him, the system was totally unusable simply
because it éid not include "deal with". This is certainly an
extreme example, but it does illustrate that if a system is to
be useful to a large fraction of a set of users, it may have

to accommodate to idiosyncrasies.

In testing PLANES, the most significant variations
between users that were observed involved the assumptions that
were made about the concepts that the users referred to. An
assumption is built into PLANES that users will, by and large,
restrict their utterances to database queries. It was found
that this assumption is not always valid. Users referred to
concepts that might reasonably be covered in sﬁch a database,

such as data about pilots or maintenance personnel. However,

this data was not in the database and PLANES was not able to
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understand enough of what was being asked to indicate that it

knew that the information was not available.

2.0 CONFUSION OVER SCIENCE VS TECHNOLOGY

Two different goals have often been <c¢ited for natural
language research. One is that the research would lead to a
better understanding of human language understanding and human
intelligence. ' The other is that it would 1lead to the
development of a very useful technblogy, namely a technology
that would enable people to communicate freely with complex
and powerful computer systems in a way which they need 1little

or no time to learn, and which they will not tend to forget.

These two goals are blurred by the notion of some that
through the development of a technology, we will probably gain
insights into the workings of language in humans. One
illustration of this is the similarity of results of work on
two approaches to parsing. Marcus [1978] designed a parser
“nat would conform to linguistic theories of how humans parsed
sentences, particularly with regard to not backtracking in
sentences that human speakers do not consider garden path
sentences. Simultaneously, Rusty Bobrow [personal
communication] was working on improving the efficiency of an
ATN parser. He changed the control structure of the parser
somewhat, and defined a some new arc types for grouping sets

of related arcs. His goal was to improve the parsing speed by

e o i
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eliminating unnecessary

backtracking.

In subsequent
discussions between Bobrow and Marcus, they found that many of
the

improvements that each had made had also been made by the
other, albeit with different motivations.

The Yale AI group generates a great deal of code,

but
they claim that very little of it is produced for the purpose
of contributing to the
(there

FRUMP program,

technology of
processing

natural
are

language
some exceptions, however, such as the

which designed

is to "skim" wire service
articles for stories about certain people or events). - The
purpose of programming in the Yale AI project is to
complex

1
L
N
|
|
I
|
:
i
].

embody
theory of language in a form that can be used to test
the theory against a set

a

of example
about the

formalism or the
programs other than to claim that

claims

texts. They make no

implementation of the
Once

they embody the
a satisfactory

theory.
amount of evidence has been accumulated
through running the program to give support to the theory, the
program 1is discarded.

They claim to be studying cognitive
science, not developing a technology.

When the question of evaluation arises, how
different approaches

shall these
be sorted out? It might be tempting to
write a program, and if it works well, claim to be
a technology.

developing
If it is too slow and too limited to be useful,

claim to be studying a narrow topic in cognitive science (this

is often justified -- many of the disappointments in trying to

A
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develop a technology of intelligence stem from underestimating

and not fully understanding the complexity of the task).

The programs written in the cognitive science paradigm |
leave little to be tested. They embody a set of concepts that
are known to the system, and which are not claimed to be
anything more than the concepts required to run the examples.
There are commonly no claims that the programs will run on any
other  examples without expansion or elaboration of the
concepts included in them. There is generally no formalism to
examine. The appropriateness of this approach to other
domains is not germane. The ability of the system to handle
inputs other than the examples without modification of the
program is not claimed, so not germane. Assumptions about the
types of expected inputs are not germane, since the system is
designed to operate on a fixed set of inputs, and no others.
Questions of efficiency and closure are not germane, because
the program is designed to be discarded after it has been used 1

to evaluate the theory. !

3.0 HANDLING LARGE NUMBERS OF FACTS

Natural 1language processors must deal with a large

variety of inputs and so must embody and use a large number of

facts. These facts include those that are necessary to
recognize the range of concepts that users may refer to and

the variety of ways in which different users may refer to the
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concepts. When it comes time to describe the operation and
performance of such a system, it is necessary to indicate in
some way whether the system holds the facts necessary for it
to do the job it was designed to do. Also, it is important to
determine whether it holds the facts, or has the potential to
hold the facts, that would be necessary to enable it to do a
set of related tasks in different domains or with another

class of users with different needs or backgrounds.

One éf the contributions of this thesis is to attempt to
systematize the facts necessary to do the job of natural
language processing. It is an attempt to get a broad brush
understanding of what facts are involved in the task, and how

thoroughly particular systems incorporate them.

4.0 THE NAIVE USER

Although many natural language systems claim to be
designed for the naive. user, there has not been much
discussion in the AI community about who he is or what his
characteristics are. The primary assumption is that he is
naive about a particular computing system, 1i.e., he as not
learned the nuances of using a particular program, but he has

need of the information or services that the program can

provide.
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4.1 Conceptual And Linguistic Flexibility

I feel that the expected characteristics of naive wusers
should be made more explicit when considering natural language
processing. The user should indeed be allowed to express
himself in the manner ﬁo which he is accustomed. This is the
familiar sentiment that has been repeated throughout the
history of natural language processing. However, the
characterization should be taken farther than that. Our
experience has shown that users need flexibility not only in
allowed linguistic structures, but in concepts as well. An
important function of a natural language processor should be
to recognize that the user is asking for information or a
service that is beyond the system”s capability to provide.
Users may ask, for example, for data that is not in the
database to which a natural lanquage processor interfaces. A
system should be able to reply that it has understood the
user, but cannot satisfy the request. If current systems
cannot satisfy the request, they generally are not prepared to
understand what the request means. As a result, if a request
for information cannot be understood by a system, it is
assumed that this is due to the phrasing of the utterance, and
the user gets a message like, "would you please rephrase your
query". With this reply, the user would never realize that
the difficulty is conceptual rather than linguistic. Perhaps
more significantly, he would not clarify his understanding of

the system”s capabilities through interactive experience.
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4.2 The User”’s Misconceptions About The Domain

Another problem that may arise in an interaction is that
the user may have misconceptions about the domain itself,
rather than simply the system®s coverage of the domain.
Raplan [1979] discusses some cases when erroneous domain
presuppositions can be detected with database searches. These
include problems such as a user asking, "How many of the
computer science students who toock rhetoric 101 received a
grade of B or better?" when in fact, no computer science
students took rhetoric 101. These misconceptions can be taken
somewhat farther, beyond the range of what can be detected
through database searches. For example, there may be a
departmental rule that prevents computer science students from
taking rhetoric 101. Perhaps computer science majors must
take rhetoric 102. Simply stating that there were no computer
science students who had credit for rhetoric 101 does not get

to the heart of the erroneous presupposition.

A primary advantage of natural language interfaces over
other more structured forms of interface 1is that natural
language provides a unique capability to deal with a user’s
conceptual errors. Enough information is conveyed in language
for an intelligent and informed listener to be able to detect
conceptual problems and try to correct them. If one
eavesdrops on an information gathering conversation, he finds

that much of the conversation is devoted to clarifying mental
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models of the world. Only after this is accomplished does the
conversation move on to providing the information that fits
into the model. Since this is a capability that is unique to

natural language processing technology, it is one that should :

be exploited in the technology. |

4.3 Problem Solving Strategies

I We have discussed naive users” conceptual and linguistic
L demands upon natural language systems and the possibility of

their having misconceptions about the domain. A third problem

B B B LT s

is understanding the level of problem solving that he will use

the-system for. As an example, suépose a user was asked td
; investigate the low productivity of a particular plant
| [Malhotra, 1975]. He has at his disposal an intelligent
system for assistance. Why shouldn”t the user simply ask the
intelligent system to investigate the low productivity
problem? The point is that systems, like people, will have a
range of expertise in which they are proficient. The user, if ]

he 1is to make most effective use of the system, must

understand what this range of expertise is and exploit it. 1If ]
the user asks for capabilities beyond those of the system, he
will be attempting to owver wutilize it. If he asks for
capabilities that are below those of the system he will be
underutilizing it. So in order to make most effective use of

the system, the user must have a pretty good idea of the level

N it i) el i ) (et 4 e R LA




53

and range of problem solving capabilities embodied in the
system. And, as mentioned above, a natural language processor
is in a unique position detect under- or over- utilization and
attempt to educate the user. (It should be noted that while
natural language processing does have this potential, the

technology has not yet been developed to exploit it.)

These examples demonstrate that knowledge of the users
and their knowledge of the system is important in determining
what the system should know and how it should behave. A
profile of user characteristics form another group of
variables in natural language communication which should be

considered when evaluating the systems.
8
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Chapter 4

AN EVALUATION METHOD

S B s A i e e a0 o

1.0 OVERVIEW

"This chapter will describe and arque for a method for the
evaluation cf natural language processors. It involves

L considering the systems from three points of view:

| Habitability--test the system with wusers who are
! familiar with the domain of discourse, but not with
' the capabilities of the natural language processor

Completeness~-simulate the system with a human
intermediary and real world problems to study user
- expectations toward a linguistically capable system;
compare results with the capabilities of the system

! under test

Abstract Analysis--analyze the system from the
designer”s point of view; abstract analysis allows

ok Bl st 0 i b i ! o . i
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consideration of many pertinent issues that are not
addressed in "black box" user testing.

Natural language processing is a technology that requires the
integration of a large number of facts and processes. In this
chapter they are organized into taxonomies so that the
analysis will be explicit and clearly organized, and so that

the methods presented can be used by others

Insight into any one of the issues in the taxonomies may
be gained from more than one of the three viewpoints. The
primary result of the evaluation of a natural language system
is how and how well the system addresses the issues. It is
less critical whether the evaluator”s understanding of an
issue derived from one viewpoint or another. Thus the
description of the results of the evaluation 1is primarily
organized around the taxonomies of issues rather than the

viewpoints.

The fol{owing sections will describe first the three

pbints of view, then the taxonomies of issues.
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2,0 THREE VIEWS OF PERFORMANCE

2.1 Habitability

The most obvious way to test a natural language processor
is to sit some users down in front of it, and let them use it.
Transcripts of the interaction can be collected for later
analysis. ' The analysis would include consideration of how
frequently the user”s thoughts were successfully conveyed to
the natural language understanding system. One might consider
this the "bottom line" in performance. Indeed, whether a
languagé understander can be implemented for use in a
particular domain of discourse is a fundamentally important

question.

To understand the significance of habitability testing it
would be useful to consider what is involved. Several issues

will be discussed in turn.

2.1.1 Assumptions About The Users

When a natural language interface is implemgnted it must
be implemented in a particular domain and, less obviously, for
1 class of users with a particular set of characteristics.
For example, when interfacing to a formal database, decisions
are made implicitly as to what conceptual image the user will
have of the system”s capabilities. Consequently, the system
will have a built in model (perhaps explicit, but wusually

implicit) of the kinds of questions the user will ask.

:
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Two extremes of the kinds of questions that could be
asked in the PLANES domain are illustrated in examples 1 and

2.

1) Give me the first two characters of the WUC field

from the M relation for JCN PE400207734.

2) What caused the increase in down time in 1971.
The reference in question 1 to the first two characters of the
WUC field indicates that the user wants only the system
designation of the unit on the aircraft that required
maintenance (e.g., the hydraulic system, electrical system or
landing gear system). Question 1 indicates that the user has
detailed knowledge of the structure and contents of the
database. His question implies that 'he assumes that the
natural language processor can also understand this degree of

specific knowledge about the database.

Question 2 illustrates another extreme. In the PLANES
database, the answer to this question is not explicitly
stored. In fact, an analysis of the problem of high incidence
of down time would be a very challenging task. It would
involve the distillation of a large amount of data, and the
consideration of numerous hypotheses. It would require that

conclusions be drawn using vague and possibly ambiguous

information.
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Both question 1 and 2 are beyond the capabilities of
PLANES. There 1s thus an implicit assumption that such
questions simply will not be asked. This assumption is
embodied in the fact that if question 1 were asked, the system
would first attempt to make a database query out of the i
utterance. It might even be successful, but might return data i
that has little or nothing to do with the actual question. It
might be incapable of forming a query, and inform the user of
this. But the user would not know whether the system was

stymied by what he said or how he said it.

A distinction should be drawn between what a natural
language processor can understand and what it can do. Given
] that a natural language interface will not be able to do
everything that its users may wish it to do, it might at least

] be able to understand references to things it cannot do. e

1 could conceivably be able to understand a request, but not be

able to comply with it. This conflicts with the philosophy

that understanding is indicated by compliance.

Another form of gracefully declining a request would be
the caze where the natural language processor is confident of
its inability to understand an utterance. If question 1 were
given to someone who knew nothing of the PLANES database, he
would say with confidence that he didn“t know what the
question meant =- he didn“t know what a "WUC field"” or an "M

relation" or a "JCN" were. Current natural language
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technology assumes that the problems come from elsewhere. A
current system would assume the unknown phrases are perhaps

misspellings of known phrases. 1In most instances, in fact, if

e

an entire utterance is not understood, the problem cannot be

localized to specific phrases.

The point is that it is imprecise to speak of a natural
language system that "answers questions about a database.”
There is a certain range of concepts that a system is designed
to wunderstand. It is important that these concepts match the
concepts that the wusers use when thinking about the
information in the database. It is also important :o0 consider
how the system should react when these assumptions prove
inadequate. .

Assumptions about Users

i 2

Familiarity with the database
organization
contents

Familiarity with the language analysis component
linguistic restrictions (e.g., no pronouns)
conceptual restrictions

level of abstraction (retrieval vs. analysis)
reference to discourse objects

Familiarity with the domain of discourse

esoteric vocabulary required (NORMU, RMCNFE, landing
code 5) -

technical vs common definitions (failure)
technical level of displayed information
difference in models of domain processes

User familiarization with the system
none required
learn limitations through trial and error
on-line help
of f-line documentation
on-line coach
identification of erroneous presuppositions about data

and capabilities

R
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Figure 1 Taxonomy of Assumptions about Users
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2.1.2 Training
Training users for habitability testing is a critical
issue, as was discussed in chapter 2. If the testing is to
reflect the system”s ability to accept the utterances of users
who have not been trained on the system, it is obviously
important to avoid training the test  users. Once again,

training relates to the assumptions that are being made about

the users.

The view of training proposed in this thesis is that the
users should be familiar with the domain of discourse in which
they will be operating. They need not be familiar with the
operation of the natural language processor. They need not be
familiar with any of the details of the organization or
contents of the database that they are using. Ideally, they
should be able to attend exclusively to their problem or
information needs and not carry the cognitive overhead of
trying to understand any of the nuances of how to use the

system.

This view of training suggests that ideall} one should
use individuals who are familiar with the domain, and give
them no training whatsoever. If users who are familiar with
the domain are not available, the test users should be given

instruction on the domain of discourse only.
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This view toward user preparation has a built-in bias in
favor of systems that attempt to interface directly with users
who have generated their own need for information, and against
the use of intermediaries. For example, it is biased toward
accommodating a scientist, engineer or manager who has need of
information and attempts to get that information himself, but
against a scientist (with domain expertise) asking his
secretary (without domain expertise) to use the natural
language system to get information. There would very likely
be a difference in phfasing between the manager and
secretary”’s requests. In the event of the system”s inability
to understand the £first request, there would probably be a
more dramatic difference between the paraphrases generated by
the scientist and secretary. The manager”s deeper
understanding of the domain allows him to paraphrase his

request from a greater variety of points of view.

2.1.3 Length Of Use

. An issue closely related to training is that of how 1long
the users have used the system. The issue is that if a
natural language system is used extensively by a user, he will
learn the limitations of the system and adapt his language to
them. One commonly cited goal of natural language processing
is that it makes information accessible to a casual user --

one who has not learned, or who has had time to forget, the
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limitations of the system.

Natural language processing has a unigque potential for
giving casual users rich access to complex systems. This is
the advantage of the technology that is most frequently cited.

It is not, however, necessarily the only advantage.

With sufficient exposure, casual users become expert
users. (That 1is to say, they become experts in using the
natural language processor. It is assumed that even the
casual users are fairly expert in the domain of discourse.)
Little consideration has been given to how satisfactory a
natural language processor 1is after a user is familiar with
its conceptual and linguistic 1limitations. It is at this
point that extensibility becomes a more significant

consideration.

The position that was taken in the evaluation of PLANES
was to use several casual users, each in relatively brief
dialogs (they averaged 29 gquestions per user.) The orientation

of the design of PLANES was for casual users.

In contrast, REL is oriented toward extensive use by a
single user who tailors the language understander to his own
needs. As a result, one of the main considerations of REL was
that it be easily extended by the user (in fact, REL stands

for Rapidly Extensible Languages.) REL English provides a core

of language processing capabilities, but relies on the user to
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construct the domain-specific language processing

capabilities. The result could be a system that is customized
to the needs of the user who implemented it for his domain,
but which may not be particularly useful to other users. An

important consideration in such a system is whether the user

B b bt e e St Sl i el il B el L Ll it L

can extend the system to accept whatever he would like to 1
express, or if there are conceptual or linguistic limitations

inherent in the formalism.

2.1.4 Characterisgtics Of The Test Problems

RN -t 1

If the results of habitability testing are to be
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expressed as success rates, one must understand the bias for
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4 or against success embodied in the problems that the users are
t attempting to solve with the system. The characteristics of
f the problems that users attempt to solve with the system must y !

be understood in order to interpret the results of the tests.

The approach that we took in the preliminary testing of I

PLANES for this study was to ask subjects who were familiar

—————
 ——

with the domain to specify what they considered useful and

realistic problems. They did this without any knowledge of
the workings of PLANES. The intent was to generate problems

that were realistic €for the domain of discourse, but which

were not specifically biased for PLANES. We found that ¢this

1 technique produced user queries that taught us a great deal

about what PLANES could not do, but taught us much less about
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what PLANES could do. 1In short, the problems that subjects
formulated were too difficult. We could see little advantage
in giving users problems that involved data on pilots, for

example, when there was no data on pilots in the database. It

is interesting to see how a natural language system responds
to such requests, but it seems unkind to the users to give
them problems that there 1is no chance of solving on the

system.

i The problems that were given to habitability test users
I were generated by someone who was familiar with both the
i domain of discourse and the language understanding

capabilities of PLANES (me). The problems were selected to be

solvable with questions that were well within the conceptual

concepts that had the most complete linguistic coverage. In

other words, they were chosen to be relatively easy to solve :

|
F’ coverage of PLANES. They were also chosen to deal with those i
:

using PLANES. The problems were expressed in graphical or
tabular form to minimize their influence on the users” choice

of language.

If nabitability tests are built around test problems that
are "easy" for the natural language processor to handle, then
incremental progress in system capabilities progress is marked
not Jjust by success rates in answering questions but also by
the characteristics and difficulty of the problems themselves.

| In one respect this 1is 1like comparing scores on tests in




- _— o — = _——_— P — -y g — g w;1-.._# a
—— . ’ e - -
.

-y

65

é

school for different grades. A score of 90% on a test for
addition of integers followed by a score of 90% on a test for

algebra word problems shows improvement.

The key to a useful natural 1language system is the
ability to refer to a variety of concepts. Any particular
concept may be straightforward, but there can be problems with
handling a large quantity of concepts and the interference
between them. One must discriminate on a finer scale to
select from a larger set of similar concepts. Another problem
is that of concepts that require specialized linguistic
mechanisms such as hypotheses (if...then), comparatives

(more...than...), dates and names. Retrieval strategies may

be required, as in answering "how many" questions (should one
retrieve, count or add?), or in deciding whether the down time

for a time period should be retrieved from daily, weekly or

mqnthly summaries, or a combination of the three. Next, there
are queries involving inference and simulation, planning and

vague specifications. A large measure of the appeal of SHRDLU i

(Winograd, 1972], for example, was not its conceptual coverage ]
or 1linguistic coverage, but its ability to handle some

questions involving inference and planning.

Summary of Problem Characteristics

Variety of Concepts

Specialized Linguistic Mechanisms
Simple Retrieval

Retrieval Strategies

Inference and Simulation
Planning

Vague Specifications
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2.1.5 Implementation Vs Formalism

Habitability testing is designed to look at the
performance of \a natural language processor as it is used by
casual users. This gives insight into the operation of a
fully implemented natural language processor at the current
state of the technology of natural language processing, but
the performance of fully implemented systems is really of
secondary interest. Primary interest is in the formalism that

underlies the implementation. The natural language processing

system may perform well or poorly when answering questions
i about the maintenance and flight records of a group of naval
?' aircraft. But most people who are interested in the
E' technology ‘are interested for different applications. It is
} very important to them, therefore, to know whether the
; formalism behind an implementation for one domain can be

readily applied to other domains. They want to know how the

performance will vary between different domains of discourse.

P —

The distinction between formalism and implementation is
of key importance, and it is not addressed by calculating
success rates of user utterances. For this reason, I

recommend that an evaluation include an abstract analysis of

the system. I have generated a taxonomy of issues to guide
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abstract analysis. It will be discussed more thoroughly

below.

2.2 Completeness

2.2.1 Coverage And Completeness

A natural language processor must have something to talk
about. The range of concepts that are built into the natural
language system is the CONCEPTUAL COVERAGE of the system. It
must also provide for the various ways in which the user will
generate his statements and requests to refer to the concepts
covered in the system. The set of features or range o?
linguistic phenomena that have been built into the system to
allow for the diversity of users” language is the LINGUISTIC
COVERAGE of the system.

The difference between conceptual coverage and linguistic
coverage is fairly distinct. Suppose a user has a particular
aircraft in mind that he wishes to refer to. Any of the
following references could be appropriate in the proper

context:

plane 3 3
serial number 3
the plane with serial number 3 3
plane number 3
the plane 1
it )
she

the Skyhawk
the other one
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the last one I mentioned
the repaired one

The diversity in the form of the reference may be described as

syntactic, semantic, pragmatic, or lexical. The means by

which the phrases are interpreted as references to that one
E particular plane are some of the elements that constitute the
f linguistic coverage of the system. The concept of the plane
i _ is one of the elements of the conceptual coverage of the

system.

Noun phrases are not the only units that presuppose
elements of conceptual coverage., Prepositions can presuppose
concepts (e.g., above, behind, inside) as can comparative
] constructions (e.g., greater than, more £lights <than).

! Conjunctions can imply time sequence (e.g., between May 1 and

¥ 8), set membership (e.g., planes 4, 5, 6 and 7), or causality
(e.g., the engine failed and it crashed), all elements of the
conceptual coverage of a system. There are others, this list

is representative, not exhaustive. i

The designers "of a natural language system build a
certain conceptual coverage and linguistic coverage into it.
The measure of their success is how well the needs of the

users of the system have been anticipated. ;
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{

Users see a natural language question answering system
and the database to which it interfaces through the
perspective of their own needs and habits. When a particular
user approaches a database question answerer he will expect it
to'include certain concepts, and he will form his 'utterances
in his accustomed way. The degree to which the concepts that 1
are expected by a set of users can actually be found in the
system’s conceptual coverage is the CONCEPTUAL COMPLETENESS of 3
the natural language processor, with respect to the set of
users. Similarly, the degree to which the language of a set
of users is appropriately analysed by *the system is the
LINGUISTIC COMPLETENESS of the natural language processor with

respect to that set of users.

Conceptual completeness, as defined here, is similar to
but differs from the definition of completeness given in
[Woods, Kaplan and Nash-Webber, 1972]. They defined a system
as "logically complete if there is a way to express any

request which it is logically possible to answer from the

database". Defining conceptual completeness in terms of
conceptual coverage has several advantages. First, it extends
the .tange of concepts from those included in the database to
the entire domain of discourse. Second, it permits the
restriction of the definition from all requests that are
logically possible, to all that a set of users find useful.

Third, it retains the requirement that there must be at least

one way to reference the concepts.

e e e o -
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The definition of linguistic completeness is intended to
be similar to the definition of fluency in [Woods, Kaplan and
Nash-Webber, 1972}. Both consider the variety of ways 1in
which a concept covered by a system can be expressed. The
definition presented here differs from theirs in that it is

defined with respect to a set of users.

It is illustrative to consider the current description
techniques for natural language processors in terms of
conceptual and 'linguistic coverage, and conceptual and
lingquistic completeness. When a paper describing a natural
language system presents twenty or so questions that are
appropriately analyzed, the Qquestions include concepts from
the system”s conceptual coverage, and their forms and features
suggest elements of the system”s linguistic coverage.
Unfortunately, the conceptual and linguistic coverage of the
system 1is not fully specified by what 1is found in the
examples, and one cannot generalize from them. If no claim is
made that the examples were 1in some sense typical of user
inputs, nothing can be inferred about conceptual completeness
or linguistic completeness. If the paper goes on to
explicitly mention phenomena such as ellipsis, pronoun
reference, or comparatives, a comment is being made about the
elements of 1linguistic coverage (and, in the case of
comparatives, the conceptual coverage of the concept of
comparison). Since this is not being related to the needs of

a set of users, it says nothing about linguistic completeness.

- — e
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One could imagine how these elements of 1linguistic coverage
might affect 1linguistic completeness. However, more must be
learned about the language people use when interacting with
computers before natural language systems can be engineered to
meet specified goals for linguistic and conceptual

completeness within an acceptable tolerance for an expected

set of users.

2.2.2 Completeness Testing

Habitability testing is used to consider whether the
system does what it was designed to do. The system will
likely have some limitations, and part of habitability testing
is to determine how serious these are. Habitability testing
considers the user and system, under the condition that the
user is continually learning more about the system and

adapting to it.

The habitability view of testing does not fully satisfy
the criteria for a natural language processor. Part of the
motivatién for a natural language processor 1is that it
anticipates the needs of the users, and has them provided for
in such a way to minimize the user®s need to 1learn the
limitations of the system. What we would like to do is to
understand what kind of system the user would 1like to have.-

This is the motivation for completeness testing.
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In completeness testing, the user interacts with a
simulated natural language processor whose function is
intended to be generally the same as the actual system under
test. The simulation is done by routing the user”s utterances
to a human intermediary. The intermediary interprets the
utterances and generates appropriate responses to be returned
: to the user. The effect is that the user is now interacting
3 with a "system"” with very extensive conceptual and linguistic
coverage. The user is able to concentrate primarily on his

problem. He need not consider the task of trying to learn the

= —

limitations of the system that he is using. He 1is confident
that if he expresses himself in a meaningful way that he will

be understood.

b S b
.

There are two benefits in addition to freeing the user :

from learning about the system. The first is that a broader

Y e e

range of problems can be given to the users. In some

B SRl S e

preliminary testing of PLANES we gave the users some very s

difficult problems, many of which could not be solved on the ]
system. We were attempting to have them use realistic %
problems, but PLANES was not prepared to handle many of them. |
In particular, when users asked questions that were beyond the
conceptual coverage of the system, PLANES gave no clue that
this was the source of its 1inability to interpret the

utterances. We found that these difficult problems, though

realistic, were not very helpful in delimiting the extent of

PLANES” coverage. They were useful in identifying concepts
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and constructions that were beyond PLANES” coverage, but they 1

were too difficult to indicate much about what was covered. 5

As a result, we restricted the problems for habitability
testing to ones that should be doable with the system. We

used completeness testing to gain an understanding of how the

PR WA T ORUR

users would attempt to solve more difficult problems.

RNy

Another phenomena that was observed in testing, and which

Malhotra [1975] also reported, was the users® reluctance to

b

put demands on the system that they felt might be too taxing.
Some PLANES users refrained fro using pronouns, elliptical
constructions and conjunctions, even though it cost them
considerable effort in retyping the redundancies. When asked
why, they often replied that they just assumed that the system
could not handle such things, and so did not attempt to use
them. Malhotra saw the same reluctance, but in his study the
natural language processor was simulated by a person

(unbeknown to the users). In spite of the considerable powers

of understanding that the simulated system exhibited (i.e., 3

the person acting as the system), some users still restrained
themselves because they thought they were talking to a

computer which would have limited understanding capabilities.

In our completeness testing, we would like to understand

what demands users would make on a system if they felt that

. 4

they were indeed communicating with an intelligent agent. To

assure this, and to avoid the problems of a priori bias that
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Malhotra observed (in spite of capable performance), we
informed the completeness test users that they would be :
communicating with a person. The person would interpret their

utterances and, using a database, generate responses for them.

We also found it wuseful to maintain some "distance"
between the user and the intermediary. When they were on a
too friendly basis, there tended to be a 1lot of extraneous
smalltalk. We wanted to minimize this since we were

simulating a man/machine interaction.

I feel that completeness testing is useful in determining
how large the remaining task is, how far is it beyond what can
be accomplished by the existing system under test. It allows

the really difficult problems tc be separated from s

habitability testing, but keeps the scope of the problem of
natural language processing well in focus. Also, because it
minimizes the corruption of user preconceptions and adaptation

limitations, it can serve as a guide to the relative

importance of various conceptual and linguistic facilities.

2.3 'Abstract Analysis

Testing is useful for grounding an evaluation in reality.
It makes many problems immediately visible. User testing is
most valuable in understanding the input-output

characteristics of system. However, there are many
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significant issues that are not revealed through this
approach. Examples of these are the applicability of the
formalism to other domains, extensibility, and the effort
required to implement the system for a new domain. These can
better be understood through an abstract analysis of the
system. In abstract analysis, attention can be given to the

design of the system, rather than just the I/O behavior.

The problem with abstract analysis is that it can tend to
be rather haphazard and incomplete. To avoid this, we have
evstematized the abstract analysis by generating taxonomies of
issues for consideration in abstract analysis. These will be

discussed in later sections.

3.0 TAXONOMIES OF ISSUES
3.1 Concepts

The conceptual coverage of natural language processing
systems is not often explicitly discussed. Most attention has
been given to the linguistic coverage of systems. Linguistic
coverage has applicability between many implementations of
natural langquage processors, while much of the conceptual
coverage is specific to the particular domain of
implementation. However, many of the anomalies found in
transcripts of dialogs with natural language processors are

due to the user”’s attempting to refer to concepts that the
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system does not understand. Of these, most are indeed domain

specific, though some are not.

1) Did the number of mechanics stay the same per year? |
2) Where is [the work center] located? |

3) 1Is there a reason that you can t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>